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Abstract

Image registration is one of image processing techniques which is fundamental to the

process of analyzing and understanding medical images. In radiotherapy, deformable im-

age registration (DIR) has been used to support and assess cumulative dose distribution

included in treatment planning. In the case of cervical cancer treatment, organ deforma-

tion is greatly caused by involvement of insertion of radiotherapy tool inside target organ

uterus, which leads to difficulties in obtaining anatomically proper registration result. Pre-

vious methods in DIR have been implemented to solve organ alignment in medical images,

however, these methods do not deal with external physical intervention on organ like what

occurs during tool insertion.

This study proposes integrated method to solve image alignment for cervical cancer

radiation treatment case by combining intensity-based image registration and biomechan-

ical simulation using finite element method (FEM). Radiotherapy tool inserted into target

organ is used to estimate correspondence between input images. By using this correspon-

dence as displacement constraint, finite element analysis is employed to calculate organ

deformation. Intensity-based cost function is extended with a new term coming from organ

deformation result to provide correction from biomechanical viewpoint in image registra-

tion, with the aim that a better alignment is produced especially in target organ area.

In this thesis, the combined registration method is constructed then experimented on

X-ray CT images of both phantom and real woman pelvis undergoing radiation treatment.

Registration accuracy shows an average error of 7.717 ± 2.5419 mm in 3D Euclidean for

phantom image and uterus similarity value of 0.513 ± 0.223 for clinical image.

Keywords：Deformable image registration, X-ray CT, FEM, Biomechanical simu-

lation, Radiotherapy tool, Cervical cancer, Uterus
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Chapter 1 Introduction

Medical imaging technology, including its correlating image processing technique, has

made a remarkable impact on healthcare field. Image registration is one of image pro-

cessing techniques whose primary goal is to find corresponding anatomical or functional

locations between two or more images [1]. Establishing the correspondence of spatial in-

formation in medical images and equivalent structures in the body is fundamental to the

process of analyzing and understanding medical image and its underlying information [2].

Therefore, image registration has become an important process for a large number of appli-

cations. In performing image registration, several types of transformation can be applied.

Rigid registration, in which image is globally transformed, only changes position and ori-

entation of the image. In 3D (three dimensional) to 3D registration, rigid registration gives

six degrees of freedom. However, for more complex local anatomical differences between

two medical images, registration process with more degree of freedom is needed. De-

formable (non-rigid) image registration, in which image is more locally transformed, can

handle changes in shape or size of objects in images.

Along with its development, various algorithms and frameworks in deformable image

registration have been investigated to find the most optimum method for many clinical

cases. Image information, such as features (points, lines, curves, edges, shape of ob-

jects, etc.) and image intensity can be used as the important element for registration [3].

However, depending on how large the deformation between two or more images and how

different image information is, methods based on image information only can be compu-

tationally expensive and inefficient [4].

In radiation treatment planning, deformable image registration (DIR) is widely em-

ployed especially in the process of generating cumulative dose distribution. Effective radi-

ation treatment in the case of cervical cancer typically consists of two types of treatment,
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one is a treatment that applies radiation dose from outside patient’s body, and the other one

is called brachytherapy, which is a treatment that applies higher dose of radiation inside

patient’s body by using a certain treatment tool. The insertion of tool in brachytherapy

treatment introduces uncertainties in anatomical variations mainly because of the large

deformation in organs. This factor, along with the existence of two different treatment

methods, are the main factors that cause the process of correlating pelvic images in cervi-

cal cancer treatment challenging [5, 6]. The inexistence of some voxels intensity in treat-

ment without tool insertion also leads to the challenge in finding correspondence between

both treatment images, hence the difficulties in obtaining anatomically proper registration

result by only intensity information.

Attempts in correlating physical characteristics into image registration have been done

in many ways, one of which is done by making use of organ shape information similar

to what implemented in ANACONDA algorithm [7]. The other way is done by deforma-

tion simulation using finite element method (FEM). This method produces highly accurate

solutions to non-linear equations under realistic conditions when given sufficient resolu-

tion of the geometry of interest [2]. Finite element method has been commonly used as

a foundation for evaluating deformable image registration, such as in surface-constrained

non-rigid registration for dose monitoring in prostate cancer radiotherapy [8] and in FEM-

based evaluation of deformable image registration for radiation therapy [9]. It is also used

to model target organs in combined deformable image registration method for some certain

applications, such as lung deformation case [10–12], prostate cancer [13] and liver [14].

However, these previous frameworks do not deal with large deformation from external

physical intervention, as what occurs in brachytherapy during cervical cancer treatment.

For cervical cancer case itself, registration methods that are applied in previous researches

such as [15] and [16], are mainly still done with intensity-based method. There are also

methods that use shape information of organ for cervical cancer case such as [6] and [17],

but the methods still need manual adjustment which means expertise in medical anatomy

is needed to perform the registration.

For that reason, this study proposes an integrated method between intensity-based image

registration and biomechanical simulation using finite element analysis by making use of

2



radiotherapy tool as a new approach to obtain spatial correspondence between images. The

aim of this process is to solve image alignment, especially between images taken during

different type of treatment (with and without tool) in cervical cancer case.

Figure 1.1 shows a general concept of this method. Image A and B represent two pelvic

images from the same imaging modality in which Image A will be modified to be spatially

aligned with Image B. Image A is taken during radiation treatment method without tool

insertion, while Image B is taken during radiation treatment method involving insertion of

tool inside of organ at risk. By making use of characteristic in the handled case as boundary

conditions, biomechanical simulation is done to obtain deformed structure of target organ.

The information from deformed target organ will be used as an additional parameter in the

intensity-based combined registration. The combined registration is expected to result in

a more aligned images compared to the intensity only registration, especially in the target

organ area.

Biomechanical 
 simulation 

Intensity-based  
combined registration 

Image A 

Image B Deformed  
image A 

Validation 
AA	Applicator 

Figure 1.1: General concept of system.

In this thesis, the combined method between intensity and biomechanical simulation is

presented and extended in order to be able to handle a wider variety conditions that likely

happen in real patient image. Further, the developed method is experimented on both

phantom and clinical data. Qualitative and quantitative evaluation based on overall image

and specific information taken from target organ are also done to see the performance of the

proposed combined registration, especially in comparison to the intensity only registration.
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Chapter 2 Deformable Image
Registration Method for Radiation

Therapy

2.1 Radiation Therapy in Cervical Cancer

Deformable image registration is the problem of finding a displacement that makes one

image spatially aligned to another image with a transformation model that has high flex-

ibility capable of handling local deformation in image region. In radiotherapy, medical

images with their respective dose are taken multiple times from the patient. In order to

plan the treatment, cumulative radiation dose distribution is commonly calculated from

these images. However, as there are many differences between these images including

different patient positions and internal anatomical conditions, deformable image registra-

tion is needed to ensure the correctness of this calculation. [18]

In cervical cancer treatment [19] specifically, combination of two radiotherapy types

is commonly used, namely external beam radiotherapy (EBRT), in which radiation dose

is applied from outside patient’s body, and intracavitary brachytherapy (ICBT), in which

radiation dose is applied within targeted location inside patient’s body by using a spe-

cific tool, called a brachytherapy applicator. Figure 2.1 illustrates the aforementioned two

treatment methods.
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External Radiotherapy 
(EBRT) 

 

Internal Radiotherapy 
(ICBT) 

Applicator 
inserted into 

uterus 

Radiation  
source 

Radia%on		
dose	

Pelvis	

Figure 2.1: Radiation treatment method for cervical cancer.

To perform deformable image registration, image-based registration method by using

image voxel intensity is commonly employed. Another method is to directly deform the

image by using FEM elastic analysis. There are many uncertainties related to brachyther-

apy for cervical cancer due to several factors including anatomical variations and applica-

tor [5]. Therefore, there are difficulties in obtaining a good deformable image registration

result especially if only intensity information is used. FEM has been used in correlation

with intensity-based deformable image registration in order to obtain better aligned im-

ages.

2.2 Intensity and Hybrid Method in Deformable Image
Registration

FEM as one of the attempt to improve deformable image registration method can be

used in various ways and for various cases. The following subsections introduce several

previously studied deformable image registration with FEM as one of the processes, along

with the aim of the methods itself.
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2.2.1 FEM for DIR Error Correction

In FEM-corrected deformable image registration framework [20], FEM is used to im-

prove the accuracy of an intensity-based image registration algorithm in low-contrast re-

gions. Image registration based on demons algorithm [21], which is a widely applied

registration method based on optical flow is performed in this framework.

At first, high-contrast regions in which intensity-based image registration might per-

form better performance are identified. Depending on what image the framework is used,

criteria to identify these regions is determined by a certain threshold value, in which this

value depends on the standard deviation of the image intensity in target image. Figure 2.2

shows results of this process on lung and prostate cases.

(a) Lung CT image

(b) Prostate CT image

Figure 2.2: Result of masked high-contrast regions [20].
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Deformation vector field (DVF) represents the deformation in input image after transfor-

mation is applied to it. Tetrahedral mesh will then be refined recursively in the previously

explained masked regions to obtain sufficient number of driving nodes. This informa-

tion, along with the deformation vector field obtained from intensity-based registration

with demons algorithm, will be used as a base for finite element modeling. From the pro-

cess, DVF from FEM is obtained. Figure 2.3 shows the result of correction framework in

prostate case and its comparison with the result of intensity-based image registration only.

(a) Lung CT image (b) Transformed target image using
intensity-based method

(c) Transformed target image using FEM (d) Positional difference between (b) and (c)

Figure 2.3: Result of the FEM correction framework [20].

This study shows that FEM can be integrated with intensity-based image registration

algorithms to improve registration accuracy, however, FEM in this study is intended to

solve low-contrast problem in image rather than geometrical problem of target organ.
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2.2.2 Adaptive FEM Method for Image-based DIR

In elastic model for medical image registration used in framework [4], adaptive strategy

in mesh refinement for elastic registration model using FEM is performed. This frame-

work uses FEM elastic model that computes a deformation field to satisfy both elasticity

constraint and similarity metric constraint, in which in this method, similarity gradient is

used to obtain external force field to calculate elastic deformation. There are two major

processes in the framework, namely adaptive mesh refinement and deformation field com-

putation. Region intensity variance and region deformation in the image are determined

to decide whether the mesh in sub-region should be refined. The larger intensity variances

in an image region, the finer resolution of mesh is generated. Figure 2.4 shows adaptive

mesh refinement strategy in the framework.

(a) Image representation of
refined mesh level 1

(b) Image representation of
refined mesh level 2

(c) Image representation of
refined mesh level 3

(d) Refined mesh level 1 (e) Refined mesh level 2 (f) Refined mesh level 3

Figure 2.4: Adaptive mesh refinement strategy [4].
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After the mesh is refined, global stiffness and external force matrices are calculated

and nodal displacements are updated. For every converged metric value, the process will

be repeated until the finest resolution of mesh is obtained. This study improves image

registration by adaptively refine mesh for FEM, however, the FEM in this method is used

to categorize image according to its regional intensity variance, and it is not used to model

the targeted organ geometrically.

2.2.3 FEM for Modeling Organ Deformation

In lung deformation modeling framework [10], a combined method between varying

intensity flow block-matching algorithm and finite element method for deformable image

registration is performed. This framework is implemented for modeling in lung deforma-

tion to register end-expiratory (EE) phase to end-inspiratory (EI) phase of lung. In this

method, intensity-based image registration of EE phase image to EI phase is used to esti-

mate surface motion of lung, which then is used to estimate its elasticity distribution via a

quasi-Newton optimization approach. Figure 2.5(a) shows the differences between EI sur-

face mesh and EE surface mesh before registration process. EE surface is then deformed

to match EI surface, in which the comparison between the deformed EE surface and EI

surface is shown in Figure 2.5(b). In both figures, EI surface mesh is drawn in blue and

EE surface is drawn in red.

(a) Lung overlap before registration (b) Lung overlap after registration

Figure 2.5: Result of organ deformation modeling [10].
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This study integrates organ modeling and intensity registration, as well as considering

inhomogeneusity of organ’s tissue, however the study is intended for lung motion and it

uses surface motion as boundary condition without considering any external intervention

into organ.

2.3 Proposed Method in Current Study

In previous studies, physical characteristics in form of finite element method are used

to improve accuracy of image-based registration, especially when it comes to problem

with low-contrast region, or to model organ deformation from physiological phenomena

without external disturbance. However, these methods do not provide a solution for organ

deformation that is caused by artificial intervention. In this study, integrated approach be-

tween image information-based DIR and physical model is proposed. Image information

that is chosen as fundamental element for DIR in this framework is image intensity. Phys-

ical model based on finite element method is employed to obtain deformed structure of or-

gan, which then will be included in the cost function of combined registration as additional

biomechanical term. The framework will be implemented to handle large deformation

in organ from physical intervention, specifically for pelvic images during brachytherapy

which includes applicator insertion in cervical cancer treatment. For some cases in target

organ and its surrounding organs, namely uterus, bladder and rectum, the usage of inten-

sity information to solve this large deformation does not give proper result. The proposed

framework takes the physical intervention in target organ itself as advantageous informa-

tion that represents organ deformation. Biomechanical term incorporated in the framework

is expected to give correction and improve quality of organ alignment in images.
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Chapter 3 Biomechanically-combined
Deformable Image Registration

3.1 Summary of System

Physical intervention in medical treatment can cause large and irregular deformation in

organ. For such a case, image-based registration only is not suitable to handle anatomical

changes between two or more clinical images. Further, three dimensional biomechanical

simulation is needed to represent organ deformation volumetrically. Figure 3.1 shows the

framework proposed in this study. In the proposed combination method, biomechanical

simulation of organ is used to describe uterus motion during radiation therapy process. At

first, two clinical images from the same imaging modality are used as input. EBRT image

is used as moving image (or source image) and ICBT image, in which uterus is largely

deformed by insertion of applicator, is used as fixed image (or target image). Moving

image will be modified, while fixed image is used as a reference.

As a target organ, contour of uterus in EBRT image is extracted and discretized into

tetrahedral elements during volumetric meshing. Dirichlet condition or given displace-

ment is employed as boundary condition for finite element analysis, and it is determined

by making use of brachytherapy characteristic, which is the insertion of tool inside uterus.
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Moving image 
(EBRT) 

Fixed image  
(ICBT) 

Uterus structure extraction 

Original  
structure 

Deformed 
structure 

Finite element analysis 

Applicator 

Boundary  
condition 

Intensity mapping 

Biomechanical term-combined  
parametric registration 

Deformed		

Deformed moving image 

Figure 3.1: Workflow of system.

It is assumed that tool inserted into the uterus is in contact with the internal wall of uterus

for the most part, therefore position of tool inside uterus in ICBT image and internal wall

of uterus in EBRT image can be said corresponds to each other. This information is then

used as displacement constraint to obtain a deformed uterus structure using finite element

analysis. This will be described further in the subsequent section.

Each node in the obtained deformed uterus structure is mapped to obtain new inten-

sity distribution as shown in Figure 3.2, and this information is combined to the previous

intensity-only registration to provide correction from biomechanical point of view. This

combined registration results in a deformed moving image which is spatially aligned with

the fixed image, especially in target organ region.
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Mapped image Moving image 

Deformed structure 

Figure 3.2: Intensity mapping for the deformed structure.

3.2 Radiotherapy Tool as Corresponding Location

In the combined method, information from the internal part of target organ is taken into

advantage. By taking assumption that the shape of internal space of uterus, and hence, the

overall uterus itself, changes exactly according to applicator, these locations are consid-

ered as corresponding location. Simplifiying this location into series of points along the

center of applicator volume in fixed image and center of uterus space in moving image,

displacement between these points is then given as boundary condition for biomechanical

simulation.

Internal wall 
of uterus 

Corresponding locations 

Applicator  
in contact with 
internal wall  
of uterus 

Fixed image 
(ICBT) 

Moving image 
(EBRT) 

Figure 3.3: Corresponding location between input images.
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Figure 3.3 illustrates the selection of corresponding location between fixed and moving

images. In this figure, the blue lines in the fixed image represents center of applicator

volume and that of the moving image represents center of uterus space. Figure 3.4 illus-

trates the process of taking centerline of selected corresponding location from the fixed

image. Region of interest is decided such that all voxels in applicator area is included. In

preliminary implementation, image segmentation based on three dimensional Canny edge

detection [22] followed by image dilation and erotion is then performed to obtain binary

image with only volume from which centerline would like to be extracted. In Canny edge

detection, an edge point is defined in Equation (3.1)

∂2

∂n2
G ∗ I = 0 (3.1)

in which I is the intensity within an image,n is a normal vector,G is Gaussian function and

∗ is the convolution operator. The normal vector n can be estimated from the smoothed

gradient direction as shown in Equation (3.2) and 3D (three dimensional) Gaussian is

defined in Equation (3.3).

n =
∇(G ∗ I)

| ∇(G ∗ I) |
(3.2)

G(x, y, z;σ) =
1

(2π)3/2σ3
exp

(
−
x2 + y2 + z2

2σ2

)
(3.3)

in which σ is the standard deviation. This binary image from segmentation result is

used to calculate function of the distance field from which skeletonization based on fast

marching methods [23] is applied.

14



Fixed image 
Selected ROI 

Segmented applicator 

Centerline 

Speed image 

Figure 3.4: Flow of centerline extraction.

Centerline extraction uses a minimum-cost path problem defined in Equation (3.4) to

find a path J at time t that minimizes cumulative cost W .

Q(x) = min
Jsx

∫ L

0

W (J(t))dt (3.4)

In this equation, Jsx is the set of all path from start point s to current position x, and L

is the distance between end point to start point along path J . Cost function W (x) here is

the speed image as a function of the distance field, given by Equation (3.5)

W (x) =

(
d(x)

D

)2

(3.5)

in which d(x) is the distance value at positionx andD is maximum value in the distance

field dataset.
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Figure 3.5 shows summary of main steps in skeletonization algorithm [23,24] employed

to obtain the centerline of applicator and internal wall of uterus. At first, point with the

largest distance from object’s volumetric boundary, the maximum value in distance field,

as well as speed image is calculated by using Euclidean distance field. The speed image,

which is a function of the distance field is used as input for fast marching method. This

method is to calculate distance inside the object volume from the the point which has

maximum value in distance field. The maximum value of this calculation result, or in

other words, the obtained furthest point is used as start point of the branch. From here,

back-tracking method is used to determine the other points of the branch. The series of

points in the branch is the obtained skeleton or centerline of object which volume is input

to the algorithm.
 
 
 
 

Distance field 
calculation 

 
 
 
 

Furthest point 
calculation by fast 
marching method 

Branch back-
tracking 

Maximum distance point 
from object boundary Speed image 

Centerline 

Distance 

max 

Maximum 
distance point 

Furthest 
point 1 

Furthest point 
2 

Branch 

Figure 3.5: Flow of skeletonization algorithm used to extract centerline.
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3.3 Biomechanical Simulation with Finite Element Method

Simulation for elastic object is performed to obtain a deformed target organ structure,

which later will be incorporated into intensity registration to provide correction from

biomechanical point of view. This simulation is done based on finite element method [25]

with tetrahedral elements.

The displacement vector for a node in tetrahedral element is defined by three compo-

nents, ux, uy and uz, as shown in Equation (3.6).

u =

 ux

uy

uz

 (3.6)

In the biomechanical simulation, deformation is obtained from the relationship between

vector of forces acting on the node F , stiffness matrix K and nodal displacement u as

shown in Equation (3.7).

F = Ku (3.7)

To simplify simulation process, organ is assumed to have linear elasticity, hence stiffness

matrix K in Equation (3.7) is a function with respect to material properties, Young’s

modulus and Poisson’s ratio. This matrix can be obtained by Equation (3.8).

K =

∫
Ω

BTDBdΩ (3.8)

in which Ω is the domain of the volumetric model, B is matrix correlating to strain vector

ε and displacement u with BT is its transpose, and D is elasticity matrix. B and D are

obtained by Equation (3.9) and (3.10).

ε = Bu (3.9)
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D =
E

(1 + ν)(1− 2ν)



1− ν ν ν 0 0 0

v 1− ν ν 0 0 0

v v 1− ν 0 0 0

0 0 0
1

2
− ν 0 0

0 0 0 0
1

2
− ν 0

0 0 0 0 0
1

2
− ν


(3.10)

in which E is Young’s modulus and ν is Poisson’s ratio values for the target organ.

As descripted previously, centerline of applicator in the fixed image and centerline of

uterus in the moving image are taken as corresponding location, which is used to obtain

boundary condition for simulation. Supposed cf is a point in the applicator centerline and

cm is a point in the internal uterus space centerline, input nodal displacement constraint

uc and force acting on that node fc in the volume mesh are calculated by Equation (3.11)

and (3.12).

uc = cf − cm (3.11)

fc = Lcc
−1uc (3.12)

in which L = K−1, Lcc is the corresponding sub-matrix L with the displaced input

node, Lcc
−1 is its invers and uc is the known displacement. Given this information, dis-

placement for all other nodes uo in the domain of volumetric target organ model can be

computed by Equation (3.13).

uo = Locfc (3.13)
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3.4 Incorporating Biomechanical Term into Intensity Reg-
istration

Incorporating biomechanical term into intensity registration is done by performing biome-

chanical simulation with the method explained in the previous section to obtain a new set

of nodes describing the deformed organ, and then mapping each node in this structure

to obtain new intensity distribution which then will be included in an additional term of

similarity measure as the cost function. Similarity measure that is extended in the com-

bined method is sum of squared differences (SSD) metric. Figure 3.6 shows the correlation

between fixed and moving images and Equation (3.14) shows the SSD metric describing

similarity measure between them.

ROI from fixed image 
T	

IF	

IM	

ROI from moving image 

T(xl)	

xl	

Figure 3.6: Fixed and moving image correlation.

SSD =
1

N

N∑
l=1

(IM(T (xl))− IF(xl))
2 (3.14)

In both Figure 3.6 and Equation (3.14), xl represents image voxel position, T is transfor-

mation model used in registration, N is the number of image voxels, IM(xl) is the intensity

at voxel xl in moving image and IF(xl) is the intensity at xl in fixed image.

Figure 3.7 shows the correlation between node position before and after biomechanical

simulation with finite element analysis. The combined registration is basically solving
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optimisation problem defined in Equation (3.15).

T̂ = argminC(T ; IF, IM) (3.15)

In Equation (3.15), C is cost function to be minimized with regard to transformation

T . Equation (3.16) is the extended cost function that describes similarity between images

after result of biomechanical simulation is included in registration.

Moving structure 

X

Deformed  
structure 

T’	

T’(X)	

Xm	

T’(Xm)	

Figure 3.7: Organ structure from moving image to deformed structure.

C =
1

N1

N1∑
l=1

(IM(T (xl))− IF(xl))
2 + α

1

N2

N2∑
m=1

n(Zm)∑
n=1

(IM(zn)− IM(T
′(Xm)))

2 (3.16)

In both Figure 3.7 and Equation (3.16), Xm represents node position in uterus struc-

ture, N1 and N2 are the normalization factors corresponding to the number of voxels and

structure nodes respectively, and α is the weight of biomechanical term in cost function.

Here, Zm = {x| ‖ T (x)− T ′(Xm) ‖< d} with d is a specified threshold and zn ∈ Zm.

T is the free-form deformation based on B-splines, which is transformation model used

in intensity-based registration. Intensity-based registration, along with other registration
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components used in the experiment will be explained in Section 3.3. T ′ is deformation

coming from biomechanical simulation with finite element analysis, which will be ex-

plained in Section 3.4. The second term in this extended cost function has similar function

with the SSD metric, except that it uses intensity corresponds to organ structure after sim-

ulation rather than intensity from the fixed image in order to include the effect of physical

deformation in it.

Transformation Model

The combined registration is done based on intensity using parametric approach after

biomechanical simulation result is included in it. Transformation model is used to relate

the moving image and the fixed image in registration process. Due to anisotropic nature

of clinical image with large deformation in target organ, rigid transformation which only

represents global transformation in image is not enough to deform the moving image to

match the fixed image. Free-form deformation (FFD) based on B-splines [26, 27] is used

as non-rigid transformation to model local deformation in image.

B0(r) = (1− r)3/6

B1(r) = (3r3 − 6r2 + 4)/6

B2(r) = (−3r3 + 3r2 + 3r + 1)/6

B3(r) = r3/6 (3.17)

In Equation (3.17), Bq are the qth basis function to define cubic B-splines where 0 ≤

r < 1. By using these functions, transformation function T (x, y, z) for image volume

Ω = {(x, y, z)|0 ≤ x < Vx, 0 ≤ y < Vy, 0 ≤ z < Vz} can be written as Equation (3.18).

This transformation is locally controlled by nx × ny × nz grid of control points φi,j,k with

uniform spacing.

T (x, y, z) =
3∑

l=0

3∑
m=0

3∑
n=0

Bl(r)Bm(v)Bn(w)φi+l,j+m,k+n (3.18)

where i = bx/nxc − 1, j = by/nyc − 1, k = bz/nzc − 1, r = x/nx − bx/nxc, v =

y/ny − by/nyc, w = z/nz − bz/nzc and Bl(r), Bm(v), and Bn(w) represents cubic
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B-spline basis function evaluated at r, v and w, respectively. Here, operator bc denotes

the floor function to obtain integer that represents the nearest grid from coordinate x, y or

z in image.

The idea of this free-form deformation is to deform object in image by manipulating

an underlying mesh of control points [26]. By changing control point φi,j,k, 8 voxels that

share the control point in its local neighborhood will be affected. It means, when a control

point is moved, only area surrounding that point will be transformed, thus enabling local

deformation in certain area in image. In addition, setting the grid spacing to a smaller

size increases the number of parameter (degree of freedom) and provides a more flexi-

ble adjustment of control points. Therefore, it allows modeling of highly local non-rigid

deformations.

Figure 3.8 illustrates the free-form deformation based on B-splines. Figure 3.8(a) rep-

resents the moving image, Figure 3.8(b) represents the fixed image, and Figure 3.8(c)

represents the deformed moving image. Yellow and green dots in these figures show sam-

ples of corresponding control point in image before and after transformation. It is shown

that free-form deformation model allows deformations only in certain areas in image by

manipulating grid of control points.
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(a) ROI from moving image (b) ROI from fixed image

(c) Deformed moving image

Figure 3.8: Free-form deformation based on B-splines.
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Multi-resolution Strategy

To obtain better registration performance in term of transformation model and com-

putational cost, hierarchical multi-resolution approach [28] is applied in the registration

process. The strategy is done by gradually changing the transformation model complexity.

Registration process is divided into several resolutions. For each resolution, different grid

spacing for control points in transformation model is configured.

Resolution 1 

Resolution N 

. 

. 

. 

Resolution 0 

Figure 3.9: Multi-resolution strategy.

Figure 3.9 illustrates example of image data representation in three level resolutions

strategy. The grid spacing is set to be coarse in the very first resolution, and then it is

refined in the subsequent resolutions. By applying this strategy, there will be reduction of

information content within the images to be matched. Therefore at first, only the coarsest

and most global structures remain in the image. Refinement in grid spacing size gradually

defines more detailed structure of image, thus improving the optimization process of image

registration. This method can also provide a way to reduce memory overload when a large

data set is used in registration [29].
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Chapter 4 Image Registration and
Biomechanical Simulation as an

Integrated Process

4.1 Material and Data

The developed defomable image registration method is experimented on a pair of X-ray

CT scan of woman’s pelvis phantom and five pairs of clinical images from five different

patients taken during radiation treatment. The following sub-sections describe the prop-

erties of these images.

4.1.1 Phantom Data

Phantom is made to have similar shape and anatomy with the real woman pelvis. It

consists of artificial pelvis organs including bladder, uterus and rectum. The uterus in this

phantom is made of urethane with markers placed on several locations of this phantom.

Structure data of uterus segemented by radiation oncologist is included in the image set.

Figure 4.1 shows the actual phantom that is used to obtain phantom images. There are

two versions of X-ray CT scan of phantom, one is the raw image set with plastic body as

well as the space inside uterus visible, while the other has image processing applied to

it to remove the body of the phantom and correct the intensity inside uterus to mimick

the actual clinical data. Figure 4.2, 4.3 and 4.4 shows axial, coronal, and sagittal view

of original X-ray CT scan of pelvis phantom during insertion and non-insertion of radio-

therapy applicator, respectively. In these figures, uterus as target organ is indicated with

yellow line. In the experiment, the image during insertion of applicator will be used as

fixed image, while the other one will be used as moving image.
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Woman	pelvic	phantom		
[Miyasaka,	et.	al.,	2016]	

Image	size	 Voxel	size	(mm)	

512	x	512	x	152	 0.781	x	0.781	x	2.500	

Parameter	 Value	

Young’s	Modulus	 4.5	MPa	

Poisson’s		Ra9o	 0.45	

Number	of	element	 551	

Number	of	node	 169	

Integrated	Deformable	Image	Registra9on	using	Cervical	
Cancer	Radiotherapy	Tool	Constraints�

Nadhifa	Ayunisa	

Bioengineering	Colloquium	2016		
July	27th,	2016�

BACKGROUND	

EXPERIMENT	&	REGISTRATION	RESULT	

Deformable	 image	 registra9on	 (DIR)	 has	 been	widely	 used	
as	 a	 part	 of	 radia9on	 dose	 calcula9on	 process	 to	 support	
treatment	 planning	 in	 radiotherapy.	 Intracavitary	
brachytherapy	as	one	of	 cervical	 cancer	 treatment	method	
involves	 inser9on	 of	 applicator	 into	 target	 organ	 (uterus).	
This	 introduces	uncertain9es	 that	 lead	 to	 the	difficul9es	 in	
registering	images	just	by	intensity	informa9on.	Registra9on	
method	 that	 includes	physical	modeling	of	organ	has	been	
proposed	to	describe	lung	mo9on	[Li,	et.	al.,	2007],	however	
it	 does	 not	 deal	 with	 physical	 interven9on	 inside	 organ.	
Therefore,	 new	 registra9on	 approach	 which	 handles	 this	
factor	is	needed.	

This	 research	 is	 aimed	 to	
propose	an	integrated	method	
between	 biomechanical	 and	
intensity	 registra9on	 by	
making	 use	 of	 brachytherapy	
tool	 as	 constraint	 in	 order	 to	
take	 physical	 interven9on	 in	
cervical	 cancer	 case	 into	
considera9on.		

External	Beam	Radiotherapy	
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																		of	integrated	method	
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																		(uterus	is	made	of	urethane)	
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Osaka	University	
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Marker	1	 1.758	 4.060	 0.000	 4.424	

Marker	2	 1.906	 3.125	 11.206	 11.789	

Marker	3	 13.281	 10.205	 6.604	 18.004	

Marker	4	 1.801	 2.344	 1.802	 3.462	

Marker	5	 4.202	 0.600	 2.500	 4.926	

Marker	6	 8.594	 4.802	 10.805	 14.617	

Marker	7	 8.594	 3.601	 4.202	 10.222	

Marker	8	 4.803	 2.401	 5.000	 7.337	

Average	 5.141	 0.560	 4.814	 9.348	

FUTURE	WORKS	

EVALUATION	
Error	between	 landmark	posi9ons	 in	 target	 image	
and	registra9on	result	 is	 calculated	as	preliminary	
evalua9on	of	the	proposed	integrated	method.		

Performance	 of	 biomechanical	 term	 especially	
in	 gecng	 suitable	 corresponding	 points	 needs	
to	 be	 improved	 to	 achieve	 beder	 registra9on	
result.	 Further,	 the	 method	 will	 also	 be	
experimented	on	clinical	data	with	wider	variety	
of	ini9al	condi9ons.	

RegistraYon	accuracy	

Corresponding	 points	 taken	 from	 volume	
centerline	 between	 object	 in	 source	 and	 target	
image	 are	 used	 to	 calculate	 displacement	
constraint	in	simula9on.	
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Figure 4.1: Woman pelvic phantom used to obtain phantom images.

(a) Moving image (b) Fixed image
Figure 4.2: Axial view of phantom images.

(a) Moving image (b) Fixed image
Figure 4.3: Coronal view of phantom images.
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(a) Moving image (b) Fixed image
Figure 4.4: Sagittal view of phantom images.

Table 4.1 shows the properties of phantom images used in the experiment.

Table 4.1: Properties of phantom images.
Input images Image size Voxel size [mm]

Type
Moving image 512 × 512 × 152 0.781 × 0.781 × 2.500
Fixed image 512 × 512 × 152 0.781 × 0.781 × 2.500

4.1.2 Clinical Data

X-ray CT scans of patient’s pelvic area are taken during external beam radiotherapy

(EBRT) and intracavitary brachytherapy (ICBT) for cervical cancer treatment. In ICBT

image, target organ (uterus) is largely deformed due to insertion of plastic applicator used

in treatment. EBRT image serves as moving image, and ICBT image serves as fixed image.

These image sets come from five different patients P4, P5, P6, P7 and P8, all with the size

of 512 × 512 pixels. The number of slices for EBRT images are 189, 141, 197, 169, and

153, while ICBT images have 118, 114, 111, 128, and 112 slices, respectively. Overall

pixel size of input image is 0.977 mm × 0.977 mm with slice thickness of 2.5 mm for

EBRT image and 2 mm for ICBT image. In the experiment, EBRT image will be deformed

to be spatially aligned with ICBT image. Figure 4.5, 4.6 and 4.7 show axial, coronal, and

sagittal view of the CT X-ray images from one of the patients (P6), respectively, and Table

4.2 shows its properties.
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(a) Moving image (b) Fixed image

Figure 4.5: Axial view of clinical images.

(a) Moving image (b) Fixed image

Figure 4.6: Coronal view of clinical images.

(a) Moving image (b) Fixed image

Figure 4.7: Sagittal view of clinical images.

Table 4.2: Properties of clinical images.
Input images Image size Voxel size [mm]

Type
Moving image 512 × 512 × 197 1.172 × 1.172 × 2.500
Fixed image 512 × 512 × 111 0.977 × 0.977 × 2.000
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The clinical image set also has structure data of target organ, segmented by radiation

oncologist beforehand. Structure information will be used in volume reconstruction of

target organ as well as in evaluation of image registration result to see performance of

registration process in handling internal anatomy. Figure 4.8 shows axial view of input

images with target organ (uterus) indicated on it. In Figure 4.8(a), uterus is indicated with

orange line, and in Figure 4.8(b), uterus is indicated with blue line. Figure 4.9(a) and

Figure 4.9(b) shows three dimensional visualization of segmented target organ (uterus)

surface from moving image and fixed image, respectively.

(a) Uterus in moving image (b) Uterus in fixed image

Figure 4.8: Segmented target organ in clinical images.

(a) Segmented uterus from moving image (b) Segmented uterus from fixed image

Figure 4.9: Three dimensional visualization of segmented target organ.
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4.2 Experiment

Preliminary experiment is done by manually selecting corresponding points whose dis-

tance is used as displacement boundary condition in biomechanical simulation. The corre-

sponding point is selected by observing intensity similarity between tip of applicator from

fixed image and tip of internal wall of uterus from moving image. In this experiment,

the original X-ray CT scan of phantom without correction is used. Figure 4.10 shows the

corresponding point selection on the phantom image. In Figure 4.10(b), applicator in-

side uterus is highlighted with blue line and the selected corresponding point is marked in

yellow.

(a) Tip of internal wall of uterus
in moving image

(b) Tip of applicator in fixed image

Figure 4.10: Corresponding point selection in preliminary experiment.

This preliminary experiment with manual selection of corresponding point will then be

improved by performing object skeletonization as a way to obtain corresponding points

between images automatically.

For all experiments, volumetric meshing for uterus structure is done by Amira software,

preprocessing, centerline detection and finite element analysis are performed on MATLAB

and the combined registration is performed on Elastix [30] platform. Figure 4.11 shows

phantom uterus structure taken from moving image that is used in preliminary biomechan-

ical simulation in posterior-superior direction.
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Displacement [mm] 

Figure 4.11: Uterus model before simulation.

Table 4.3 shows properties assigned in biomechanical simulation, Table 4.4 shows reg-

istration parameter configuration, and Table 4.5 shows specification of PC used to do

biomechanical simulation in this experiment. Parameter that is used to configure regis-

tration process inlcuding grid spacing and iteration times are selected within the range of

recommended value in Elastix configuration. There are various researches that perform

tension tests on human uterus tissue to obtain its material properties, one of them is re-

ported in [31]. The simulation in this experiment uses averaged material properties for

uterus tissue stated in [32], whose value is also used for finite element analysis in [33].

Table 4.3: Properties for simulation.
Parameter Phantom image Clinical image

Young’s Modulus 4.5 MPa 566 kPa [32]
Poisson’s Ratio 0.45 0.4

Number of element 551 3135 to 3821

Table 4.4: Registration configuration.
Grid spacing [mm] Number of iterations per resolution
R0 R1 R2 R3 Phantom image Clinical image
20 10 5 2.5 500 1000

Table 4.5: PC specification.
OS Windows 7 Professional

CPU Intel Core i7-950 3.07 GHz
RAM 24.0 GB
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4.3 Result and Evaluation

4.3.1 Evaluation Method

Results of the experiments with the combined registration method are compared with the

results from other original methods. These results are evaluated qualitatively by manual

inspection as well as quantitatively by several parameters. The following sub-sections

describe several evaluation method used to assess the performance of registration method.

Dice Computation

For two overlapping regions, dice similarity coefficient (DSC) is defined as the ratio

of the number in the intersection to the mean label volume [34]. In the evaluation of

intensity-based image registration, particularly, in term of internal anatomical structures,

DSC value is commonly computed to measure the overlap between certain organ after

registration with the desired shape of organ. DSC is computed based on Equation (4.1).

DSC(O1, O2) =
2|O1

⋂
O2|

|O1|+ |O2|
(4.1)

where DSC is the DSC value, O1 and O2 represent the binary label images of organ

which similarity is to be calculated, | | denotes the number of voxels with the value of

1, and
⋂

denotes the intersection of O1 and O2, which is a set of voxels in O1 that also

belong to O2. A value of 1 indicates a perfect match between the shape of organ obtained

from registration result and target shape, while a value of 0 indicates there is no overlap

at all between the two shape of organs. It means, in the range of 0 and 1, the higher DSC

value, the better correspondence between organ shape. Figure 4.12 illustrates the DSC for

different cases of organ overlap.
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O1 O2 O1 O2 O1 O2 

DSC = 1	 0 < DSC < 1	 DSC = 0	

Figure 4.12: DSC as a measurement of spatial overlap.

Hausdorff Distance

Hausdorff distance measures the degree of mismatch between two point sets. In compar-

ing organ in volumetric images, these point sets are the points on surface of organ model.

Hausdorff distance is defined as [35]

HD(Oa, Ob) = max(h(Oa, Ob), h(Ob, Oa)) (4.2)

where h(Oa, Ob) = maxaminb ||a− b||, Oa and Ob each is a set of points that represents

surface of organ model, a is element of Oa and b is element of Ob. Figure 4.13 illustrates

the hausdorff distance between organ two surfaces of organ.

Oa Ob 

d1	 d2	

d1 > d2	

HD(Oa,Ob) = d1	

Figure 4.13: Hausdorff distance in image matching.

Supposed that h(Oa, Ob) is in a value of d1 and h(Ob, Oa) is d2 and d1 > d2, hausdorff

distance between Oa and Ob is d1.
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Demon Algorithm

Demons algorithm [21] is one of the most widely used algorithms in deformable image

registration. It is also often used as a standard performance comparison for new developed

framework. This method is based on optical flow to find small deformations in sequences

of images.

Figure 4.14 shows how displacement is estimated from moving image to fixed image.

For a given point P in the image, f is the intensity function in the fixed image and m is the

intensity in the moving image. In optical flow, intensity of the moving image is considered

to be constant, which gives optical flow equation as seen in Equation (4.3) for small (unity)

step of intensity in fixed image.

Space 

Intensity 

P 

m 

f 

u 

|       | f 

1 

Figure 4.14: Displacement estimation from moving image to fixed image.

u · ∇f = m− f (4.3)

Based on this, arranging the equation and adding the term (m− f)2 to provide stability

in the equation, estimated displacement u required for point P in fixed image to match the

corresponding point in the moving image in demons algorithm is calculated by Equation

(4.4).

u =
(m− f)∇f

|∇f |2 + (m− f)2
(4.4)

where u = (ux, uy, uz) in 3D and ∇f is gradient of the fixed image.
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4.3.2 Combined Registration with Manually Selected Corresponding
Point

Figure 4.15 shows deformed deformed uterus structure after finite element analysis with

the given displacement constraint from the manually selected corresponding point in left-

posterior, left-superior and posterior-superior view in comparison to those of structure

from fixed image in Figure 4.16. Colorbars in these figures show the displacement in

milimeters.

Displacement [mm]  

(a) Left-posterior view

Displacement [mm] 

(b) Left-superior view

Displacement [mm] 

(b) Posterior-superior view

Figure 4.15: Deformed structure of phantom uterus.

Displacement [mm] 

(a) Left-posterior view

Displacement [mm] 

(b) Left-superior view

Displacement [mm] 

(b) Posterior-superior view

Figure 4.16: Target structure of phantom uterus.

From these figures, it can be observed that the overall uterus structure has been deformed

such that it has similar shape and orientation with the structure in fixed image, which means

that the assumption of correspondence used in this study is indeed can be used to align the

structure to the desired condition.
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The previously obtained deformed phantom uterus structure is incorporated into inten-

sity registration to create a combined registration. Figure 4.17 shows superimposed image

between fixed and moving images before and after intensity only registration, while Fig-

ure 4.18 shows that of before and after combined registration. In these figures, red color

shows the fixed image, green color shows the moving image, and yellow color shows the

part where fixed and moving images are overlapping or in agreement with each other.

(a) Before registration (b) After intensity registration

Figure 4.17: Comparison of phantom image before and after intensity registration.

(a) Before registration (b) After registration

Figure 4.18: Comparison of phantom image before and after combined registration.
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Quantitatively, registration results in Figure 4.17 and 4.18 shows the more overlapping

area between fixed and moving images compared to their initial conditions before reg-

istration. These images show that intensity-based registration provide non-rigid align-

ment as the shape of bladder is mostly in agreement to each other. However, the shape of

uterus as the organ with physical intervention by radiotherapy applicator still have some

non-overlapping regions, proving that the image alignment especially in correlation with

anatomical variation by intensity-based only registration is not enough.

After the addition of biomechanical term, the way shape of uterus change is different

compared to that of intensity-only registration, even though it also still does not give per-

fect overlap. These slight difference can be observed from uterus area in Figure 4.17(b)

and 4.18(b). Here from the axial (left-posterior) view, the uterus in registration result for

combined method has slightly longer shape and non-overlapping area in along the poste-

rior direction, while the registration result for intensity-only registration has slightly more

non-overlapping area in left direction.

To complement the evaluation of registration result based on visual inspection, further

evaluation on this registration is done quantitatively by comparing several marker locations

in the fixed image, original moving image, and images after intensity as well as combined

registration. In this experiment, three markers mp0, mp1 and mp2 are used in the evalua-

tion. Localization of these marker positions are done by manual inspection according to

intensity in surrounding organ from sagittal, axial and coronal view, respectively.
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Figure 4.19, 4.20, and 4.21 shows marker locations used in evaluation process and Ta-

ble 4.6, 4.7, and 4.8 shows the corresponding comparison between target and registration

result for each of three sample marker, respectively.

Figure 4.19: Marker mp0 from sagittal view.

Table 4.6: Location comparison for marker mp0.

Image
Position [mm]

Left Posterior Superior
Fixed 6.250 -30.042 42.605

Moving -12.500 -44.103 26.710
Intensity registration result 0.781 -32.487 37.103

Combined registration result 1.563 -32.962 37.159
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Figure 4.20: Marker mp1 from sagittal view.

Table 4.7: Location comparison for marker mp1.

Image
Position [mm]

Left Posterior Superior
Fixed 30.483 -25.762 -25.000

Moving 26.815 -12.312 -27.500
Intensity registration result 32.318 -27.596 -27.500

Combined registration result 31.501 -27.001 -27.500
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Figure 4.21: Marker mp2 from sagittal view.

Table 4.8: Location comparison for marker mp2.

Image
Position [mm]

Left Posterior Superior
Fixed -6.199 -5.469 43.217

Moving -11.089 -6.250 29.155
Intensity registration result -2.530 -5.469 34.658

Combined registration result -3.142 -4.689 34.658

By using marker positions shown in the tables, registration accuracy evaluation is done

by calculating absolute difference of marker positions in fixed image and registration result

for both methods. Average registration error for intensity-only registration is 3.658 mm,

1.426 mm and 5.520 mm in left, posterior and superior directions, respectively, while

average registration error for combined registration is 2.921 mm, 1.646 mm and 5.502

mm in left, posterior and superior directions, respectively. It is shown that intensity-only

registration result has bigger error in left direction than combined registration result, and

combined registration result has bigger error in posterior direction than intensity registra-

tion, which might be caused by the non-overlapping regions in Figure 4.17(b) and 4.18(b)

explained in the previous qualitative evaluation.
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4.3.3 Combined Registration using Organ Centerline as Correspon-
dence

Improvement of corresponding point selection is done in the subsequent experiments.

Corresponding location between input images are taken from centerline of applicator in the

fixed image and centerline of uterus in the moving image, and tip points in these centerline

are selected as correspondence. The whole process from image volume pre-processing to

the combined registration are experimented on both phantom and patient images. Differ-

ent from the preliminary experiment explained in the previous section, in this experiment

second version of phantom image, which has plastic body removed from it, is used as

input.

Figure 4.22 shows the result of reconstructed volume of uterus from moving image and

applicator from fixed image from one of patient (P8) and Figure 4.23 shows its respective

extracted centerline as series of corresponding points between those volumes. In addition,

Figure 4.24 shows uterus and applicator centerlines result from the other patients to show

the diversity of uterus shape and orientation between patients.

Figure 4.22: Pre-processed volume of uterus(left) and applicator(right) from P8 image
pair
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Figure 4.23: Extracted centerline of uterus(left) and applicator(right) from P8 image pair

(a) P7 (b) P6

(c) P5 (d) P4

Figure 4.24: Result of extracted centerline from other patient images.
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Correspondence between extracted centerline tips is used to calculate displacement bound-

ary condition that will be the input of biomechanical simulation with finite element anal-

ysis. Figure 4.25 and 4.26 shows the result of this simulation for patients image whose

centerline is extracted in Figure 4.23 for phantom and patient images, respectively.
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(c) Deformed uterus structure

Figure 4.25: Comparison of deformed structure and input image structure from phantom
data. Color bar represents displacement in milimeters
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(c) Deformed uterus structure

Figure 4.26: Comparison of deformed structure and input image structure from one of
patient data. Color bar represents displacement in milimeters
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Figure 4.25 shows the volumetric uterus mesh in left-superior view while Figure 4.26

shows uterus mesh in posterior-superior view. In both figures, colormap shows displace-

ment in milimeter unit. Following this process, combined parametric registration is per-

formed to obtain the final deformed image. Figure 4.27 and 4.28 shows the registration

result in axial view for phantom and one of patient data, respectively. In Figure 4.27(a)

and Figure 4.28(a), magenta color shows the fixed image and green color shows the reg-

istration result. If the intensity difference between these images is small and the region is

overlapped, white-like color is shown.

(a) Image overlay between registration result
and fixed image

(b) Difference image between registration
result and fixed image

Figure 4.27: Result of combined registration for phantom image

(a) Image overlay between registration result
and fixed image

(b) Difference image between registration
result and fixed image

Figure 4.28: Result of combined registration for one of patient image
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In Figure 4.27(a) and 4.28(a), regions colored in green and magenta show the intensity

difference between registration result and the fixed image. Evaluation done to registration

result is different for phantom data and patient data. Different from the previous prelim-

inary experiment, in this experiment, the second version of X-ray CT scan of phantom,

which has its plastic body removed, is used. Phantom image has several markers placed

on it, which are used to calculate absolute difference between marker locations in fixed

image and registration result image.

Table 4.9 shows the evaluation result for phantom combined registration in comparison

with the intensity-based only registration and Demons algorithm and Figure 4.29 shows

the six markers M0, M1, M2, M3, M4 and M5 taken from axial view of the images that

are used in this evaluation.

Table 4.9: Evaluation for registration on phantom image.

Marker Method
Registration error [mm]

Left Posterior Superior

M0
Combined 3.514 4.920 7.5
Intensity 3.887 6.665 7.5
Demons 4.809 12.077 7.5

M1
Combined 2.497 0.89 7.5
Intensity 3.124 2.256 10
Demons 2.206 5.078 12.5

M2
Combined 2.597 1.076 2.5
Intensity 5.535 0.271 2.5
Demons 0.975 4.258 5.0

M3
Combined 3.326 6.322 7.5
Intensity 2.38 8.134 7.5
Demons 0.883 8.034 7.5

M4
Combined 2.819 6.896 5
Intensity 4.215 9.525 2.5
Demons 1.416 4.583 0

M5
Combined 4.656 1.921 2.5
Intensity 4.15 4.448 2.5
Demons 0.398 7.484 7.5

46



(a) Marker M0 (b) Marker M1

(c) Marker M2 (d) Marker M3

(c) Marker M4 (d) Marker M5

Figure 4.29: Six markers used for the registration evaluation.
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Figure 4.30 and 4.31 shows comparison of registration accuracy in each direction and

3D Euclidean, respectively. In both graphs, CM refers to the combined method, I refers to

intensity-based only registration and D refers to registration with Demons algorithm.
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Figure 4.30: Comparison of registration accuracy in all directions
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Figure 4.31: Comparison of registration accuracy in 3D Euclidean

The average registration error for combined registration is 3.235 ± 0.804 mm in left

direction, 3.671 ± 2.703 in posterior direction, 5.417 ± 2.458 mm in superior direction,

and 7.717 ± 2.5419 mm in 3D Euclidean. The average registration error for intensity only
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registration is 3.882 ± 1.072 mm in left direction, 5.217 ± 3.549 mm in posterior direc-

tion, 5.417 ± 3.323 mm in superior direction, and 8.095 ± 3.329 mm in 3D Euclidean.

The average registration error for registration with standard demon algorithm is 1.781 ±

1.603 mm in left direction, 6.919 ± 2.970 mm in posterior direction, 6.667 ± 4.083 mm

in superior direction, and 10.291 ± 3.945 mm in 3D Euclidean. This result shows that

overall, the combined method with brachytherapy correspondence provide improvement

in registration accuracy compared to intensity registration without addition of biomechan-

ical term, even though in comparison with demon algorithm the result still shows a bigger

error in left direction.

Evaluation on combined registration for clinical data is done by calculating structure

overlap with dice similarity coefficient (DSC) for three organs in pelvic from their seg-

mented binary mask image volume and Hausdorff distance from their surface mesh. Table

4.10 shows the evaluation result for combined registration on clinical data for five pairs of

EBRT and ICBT images from five different patients.

Table 4.10: Evaluation for combined registration on patient image.

Subject Organ
Parameter

Hausdorff distance [mm] Dice similarity coefficient (DSC)

P4
Uterus 30.8 0.578
Bladder 69.4 0.21
Rectum 35.8 0.452

P5
Uterus 31.9 0.553
Bladder 25.8 0.489
Rectum 20.7 0.546

P6
Uterus 19 0.821
Bladder 20 0.655
Rectum 37.1 0.3

P7
Uterus 29.1 0.486
Bladder 15.5 0.476
Rectum 25.7 0.345

P8
Uterus 45.8 0.129
Bladder 25.9 0.722
Rectum 53.4 0.411
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Figure 4.32 and 4.33 shows evaluation of registration with hausdorff distance and DSC,

respectively.
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Figure 4.32: Hausdorff distance evaluation for each pelvic organ in clinical data
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Figure 4.33: DSC evaluation for each pelvic organ in clinical data
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The average Hausdorff distance is 31.32± 8.567 mm for uterus, 34.54± 11.256 mm for

rectum and 31.32 ± 19.434 mm for bladder while DSC value is 0.513 ± 0.223 for uterus,

0.411 ± 0.085 for rectum and 0.510 ± 0.032 for bladder. The averaged result gives a

rather equal overlapping between the three pelvic organs, however the actual results vary

between patients as in some conditions a good overlap (DSC > 0.7) is achieved while in

some others the overlap can be lower than 20%.

To analyse the variation of registration results in clinical data, visual evaluation is also

done to all image pairs, especially the one with good DSC value for uterus (P6 registration)

and the one with bad DSC value for uterus (P8 registration). Figure 4.34 and 4.35 shows

the good and bad result, each with some sample slices from axial, coronal, and sagittal

view. Both of these figures show the deformed image as a result of registration with the

combined method overlapped with its corresponding uterus contour and uterus contour

from the fixed image, or in other word, the target uterus shape to be match with.

In Figure 4.34, pink line indicates uterus contour corresponds to the deformed image and

blue line indicates target uterus contour from the fixed image, while in Figure 4.35, green

line indicates uterus contour corresponds to the deformed image and purple line indicates

target uterus contour from the fixed image. A good overlap between uterus intensity and

target uterus contour can be seen in sagittal view of P6 registration (Figure 4.34), hence the

DSC value of 0.821, while the poor match between uterus intensity and target contour that

can be seen in P8 registration (Figure 4.35) makes the DSC value of 0.129 understandable.

The other thing that can be observed from these comparison images is that overall lower

part of uteri in P6 registration match with each other, while in P8 case, lower part of uteri

are quite far apart (uterus in deformed moving images is further to the posterior of patient’s

body). It shows in P6 case, the non-rigid mismatch between uterus shape is not as big and

irregular as the one in P8 case, hence the better organ overlap.
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(a) Axial view (interior to superior)

(b) Coronal view (anterior to posterior)

(c) Sagittal view (left to right)

Figure 4.34: Comparison of deformed image and target structure with the good organ
overlap.
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(a) Axial view (interior to superior)

(b) Coronal view (anterior to posterior)

(c) Sagittal view (left to right)

Figure 4.35: Comparison of deformed image and target structure with the poor organ
overlap.
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To see performance of the combined registration, especially the effect of addition of

biomechanical simulation, intensity-based registration with the exact same transformation

model and similarity metrics is also performed to all image sets. Figure 4.36 and 4.37

shows the comparison of both method by hausdorff distance and DSC value, respectively.

In both of these graphs, CM refers to the combined method and I refers to intensity-only

registration.
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Figure 4.36: Comparison of hausdorff distance from the combined and intensity method
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Figure 4.37: Comparison of DSC from the combined and intensity method
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From this comparison, it is seen that the overlap of pelvic organ has slight improvement

in the combined method. For target organ uterus especially, the average value of DSC as

well as the whole range of DSC in registration result is higher than that of the intensity-only

method.

The small improvement in organ overlap from registration result is mainly due to the im-

balance contribution ratio between biomechanical term and intensity term (which comes

from the whole voxels), in which biomechanical term only takes effect around target organ

area. However, it shows that by the addition of biomechanical term coming from target or-

gan modeling with tool constraint affects the registration result and can provides a potential

correction to the intensity-only registration without manual adjustment.

Further, by observing the amount of uterus overlap improvement in the registration result

for all patient cases to the mismatch condition of uterus originally and after biomechanical

simulation with FEM, it shows that bigger overlap improvement by the combined method

tend to happen to the case with larger uterus mismatch, with the biggest overlap improve-

ment reaches 7.19%. From the sample of P6 and P8 registration explained previously, P6

registration with good DSC value does not show as big improvement as P8 registration

with low DSC value when it is compared to the result of original intensity-only registra-

tion. In other words, higher DSC value in the combined registration does not mean higher

efffect of biomechanical term, instead, improvement from the biomechanical term takes

effect better for the case with larger organ deformation.
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Chapter 5 Conclusion

This research aims to integrate image information-based registration with biomechani-

cal term to solve image matching with large deformation in organ due to physical interven-

tion, specifically one that occurs in uterus during brachytherapy for cervical cancer treat-

ment. In this thesis, construction of biomechanical simulation and intensity registration-

combined method as well as its experiment are performed. Registration process is done

based on parametric approach with free-form deformation based on B-spline method as

non-rigid transformation model.

Experiments on the proposed biomechanically-combined method starting from volume

pre-processing, centerline extraction to determine correspondence between image, biome-

chanical simulation with finite element method to the final integrated registration are car-

ried out for a set of woman pelvic phantom images and five sets of clinical images from

five different patients undergoing EBRT and ICBT. Registration result with phantom im-

age shows an average registration error of 3.235 ± 0.804 mm in left direction, 3.671 ±

2.703 mm in posterior direction, 5.417 ± 2.458 mm in superior direction, and 7.717 ±

2.542 mm in 3D Euclidean. Registration on clinical image results in an averaged similar-

ity value of 0.513 ± 0.223 for target organ uterus, 0.411 ± 0.085 for rectum and 0.510

± 0.032 for bladder. These values shows slight improvement compared to the original

intensity-based registration, which indicates the potential correction from biomechanical

term. Further, better improvement of organ overlap by biomechanical term likely happens

to the case with larger mismatch of organ.
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